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ABSTRACT
Increasingly taking place in online spaces, modern political con-
versations are typically perceived to be unproductively affirming—
siloed in so called “echo chambers” of exclusively like-minded dis-
cussants. Yet, to date we lack sufficient means to measure viewpoint
diversity in conversations. To this end, in this paper, we operational-
ize two viewpoint metrics proposed for recommender systems and
adapt them to the context of social media conversations. This is
the first study to apply these two metrics (Representation and Frag-
mentation) to real world data and to consider the implications for
online conversations specifically. We apply these measures to two
topics—daylight savings time (DST), which serves as a control, and
the more politically polarized topic of immigration. We find that
the diversity scores for both Fragmentation and Representation are
lower for immigration than for DST. Further, we find that while
pro-immigrant views receive consistent pushback on the platform,
anti-immigrant views largely operate within echo chambers. We
observe less severe yet similar patterns for DST. Taken together,
Representation and Fragmentation paint a meaningful and impor-
tant new picture of viewpoint diversity.

CCS CONCEPTS
• Computing methodologies→ Discourse, dialogue and prag-
matics.
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1 INTRODUCTION
Political conversations between everyday people form the founda-
tion of a healthy democracy [34]. In theory, exchanging perspec-
tives allows citizens to collaboratively identify the best solutions to
shared problems and builds democratic legitimacy for the imple-
mentation of those solutions [18, 20]. In practice, however, there are
many reasons to be skeptical that these political conversations are
actually achieving their goals. Increasingly taking place in online
spaces, modern political conversations are typically perceived to
be unproductively affirming—siloed in so called “echo chambers”
of exclusively like-minded discussants [4, 6]. However, this focus
on the worldview or ideology of discussants overlooks a crucial in-
gredient of discursive democratic theory: the viewpoints expressed
in conversation. For democratic discourse to be productive, it is in
some ways less important that the interlocutors themselves em-
brace different ideologies than that they are aware of and come into
contact with different views [36]. On relatively public and open
social media platforms, such as Reddit or Twitter, it may be more
likely for those who hold a particular opinion to encounter diver-
gent views as part of comment and reply threads. Yet to date, most
research examining echo chambers has focused on the ideology
of users and those they follow, rather than the specific viewpoints
they engage with or to which they are exposed [4–7, 16].

The largely understudied dimension of viewpoint diversity serves
as the primary focus of this work. We take inspiration from the
viewpoint diversity metrics conceptualized for the news recom-
mender systems domain by Vrijenhoek et al. [48]. We adapt the
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definition and propose novel operationalization of two such met-
rics to measure viewpoint diversity for the domain of social media
conversations. This is the first study to apply the two metrics to
real world data, in this case, online conversations. We also present
in-depth analysis of the metric behavior and discuss what it means
in the context of deliberative democratic theory.

Representation is a conversation-level measure which measures
how the views expressed in a single conversation compare to the
breadth of views expressed overall. This measure allows us to as-
sess the overall prevalence and distribution of various oppositional
vs. supportive viewpoints across conversations. However, it does
not capture whether individual participants directly engage with
alternative viewpoints. Nor does it tell us much about the exchange
of viewpoints within any given conversation. Fragmentation in con-
trast, is a user-level metric which allows us to assess whether and
how viewpoints are placed in dialogue with one another, and as
such, gives richer meaning and content to the analysis of echo cham-
bers. In contrast to previous work, we consider the specific view-
points user engage with or to which they are exposed to, rather than
the worldview or ideology of discussants. We apply these measures
to two topics—daylight savings time (DST), which serves as a con-
trol, and the more political topic of immigration. We have selected
these two topics because they allow us to situate our measures of
Representation and Fragmentation within the larger, platform-level
context.

On Twitter, which is known for irreverence and overall nega-
tivity [45], we might expect oppositional claims to dominate on
virtually any given topic. Yet, from a democratic perspective, such
oppositional stance-taking is not inherently problematic. That peo-
ple complain a lot about an issue like DST does not spell doom
for democracy. Nor would democracy be in jeopardy if those who
complain about DST rarely encounter pro-DST views. If, however,
we see a more extreme imbalance for a salient political topic such
as immigration, then we do have reason for concern.

We find that Twitter conversations contain relatively few view-
points overall (i.e., most tweets are observational or informational,
not stance-taking), when users do express viewpoints on immigra-
tion in the U.S., anti-immigration views dominate. This tendency
towards oppositional immigration viewpoints is even more extreme
than negativity towards DST—suggesting that this is more than a
mere reflection of platform culture. Our further findings are trou-
bling: anti-immigrant views are rarely countered by pro-immigrant
views. Where viewpoint interactions do occur, it is largely because
pro-immigration views receive anti-immigrant replies. In other
words, while pro-immigrant views receive consistent pushback on
the platform, anti-immigrant views largely operate within echo
chambers. As discussed in greater detail below, these findings are
particularly concerning in light of previous research on the role
of such echo chambers in generating attitude extremity [8, 11, 44],
spirals of silence [14, 26], and asymmetric polarization [21, 29].

Overall, this work highlights the importance of examining view-
point diversity, not just ideological diversity. Ourmeasures of Repre-
sentation and Fragmentation provide tools for examining viewpoint
interactions at both the conversational and individual level, and
in turn provide important insights into the democratic health of
online conversations. By comparing the salient political topic of
immigration to the control topic of DST, we not only demonstrate

the presence of echo chambers on Twitter, but illustrate how this
effect is more extreme for political conversations. 1

This work is a collaborative effort of researchers from computa-
tional, social, and political backgrounds. With this paper we also
want to emphasize the importance of interdisciplinary research
to have a well rounded understanding of the problem. This helps
in coming up with holistic solutions and interventions that are
beyond the capabilities of general machine learning (ML) models
which are made from a very computational perspective. Social and
political scientists in the team formulated the nuanced labeling of
the data, while computer scientists complemented their efforts to
build predictive models and derive insights from the data. Only
together could we situate the insights in the context of political
discourse and what it means for a deliberative democratic society.
This highlights the importance of building other tools and applica-
tions that can leverage high quality data, instead of just focusing
on building yet another ML model.

2 RELATEDWORK
From a normative perspective, we draw heavily on work in deliber-
ative democracy, which argues that political conversations between
citizens form the foundation of democratic life [18, 20, 25, 34]. This
literature has examined conversation health in various settings
[35, 47], but the focus on conversational dynamics has gained re-
newed attention in light of the forms of interpersonal, group, and
mass communication enabled by social media. Measures of the qual-
ity of conversations (e.g., toxicity, rationality, and mutual respect)
[35] have perhaps received the most attention, but homophily and
echo chambers have also proven important in the literature [2, 32].

However, most work on online echo chambers focuses on users’
networks [4–7, 16] the content to which users may be exposed—for
example, analyzing the political alignment of news outlets based on
URLs contained in a post [4, 22], or the news media accounts users
follow [1]. Little previous research examines the specific claims or
viewpoints that users encounter [13, 41].

While previous studies suggest that people tend to follow user
and organizational accounts with similar political leanings [1], post
content from ideologically uniform sources [22], and encounter and
engage with content from ideologically-aligned news sites [4, 22],
this body of work is unable to tell us whether and to what extent
users engage with divergent viewpoints within and across social
media conversations.

Recent literature in the news recommender domain has drawn
inspiration from the “Democratic Notions of Diversity” that fo-
cuses on grand concepts such as democracy, freedom of speech,
inclusion, mutual respect and tolerance [27, 33, 48]. In their work,
Helberger[27] describes four most commonly used theories dis-
cussing the democratic role of media: Liberal, Participatory, De-
liberative, and Critical model. As mentioned and described earlier
we draw heavily on work in deliberative democracy. Vrijenhoek
et. al. [48] propose 5 metrics, adapted from existing Information
Retrieval practices to measure viewpoint diversity of ranked lists
of recommendations by news recommenders and quantitatively
evaluate the various democratic notions of diversity. Inspired from

1Code and sample data available at https://github.com/hadarishav/beyond-digital-
echo-chambers
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their conceptualization of Representation and Fragmentation we
adapt and operationalize the two metrics for social media conversa-
tions. We apply the two metrics on Twitter conversations, present
an in-depth analysis of the metric behavior and what it means in
the context of deliberative democratic theory and echo-chambers.

This study extends our understanding of political democratic
discourse generally, and echo chambers specifically, by studying
these viewpoint-based dynamics. One significant computational
challenge to viewpoint-based analysis is identifying what view-
points are present in a conversation. The closest work focuses
primarily on natural language inference (NLI) or stance detection
(e.g., [30]). In NLI, for given pairs of sentences (premise and hypoth-
esis), the task is to predict whether the hypothesis given is True,
False or not related with respect to the premise. In stance detection
a text is labeled as being for, against, or neutral towards some tar-
get topic. Some recent work has also focused on determining the
strength of stance and the logic of evaluation that reflects the gen-
eral perspective behind the stance [19]. While these approaches are
increasingly more accurate in capturing stance, the label inferred
by stance detection does not necessarily reflect what we typically
mean by “opinion” or viewpoint [28, 42]. In line with democratic
discourse theory, we are primarily interested in whether or not a
claim is made within a text [47]. This is a more subtle notion than
stance and implies the presence of an argument, not just an opinion.
Here, we therefore develop our own claim detection classifier, as
discussed in Section 3.3.

While Reply Trees [15, 17, 24, 31, 38, 43, 49] are by far the most
common way to model conversation networks, the literature has
taken a range of other approaches, such as Mention Graphs [17],
User Graphs [17], and Conversation Cascade [3, 12]. This past
work on conversational structure emphasizes the need for both
conversation- and individual-level measures. Online conversations
take a range of forms, and individuals may have highly divergent ex-
periences based on this overall conversational typology. Therefore,
in developing our novel, viewpoint-based approach to examining
political discourse, we create two complementary measures of view-
point diversity—Representation and Fragmentation—which can be
meaningfully interpreted across conversational structures.

3 DATA COLLECTION AND CLASSIFICATION
As outlined in Figure 1, our pipeline for data collection and anno-
tation consists of several steps at both the tweet and conversation
level. Each of these steps is described in detail below.

3.1 Tweet Collection
For both topics, daylight savings time (DST) and immigration, we
used a keyword-based approach to identify relevant tweets. Key-
words were selected by social scientists in a multi-stage process.
We restricted both samples to English-language tweets and used
the Enterprise streaming API in early 2020 to collect tweets in real
time. Due to the time-sensitive nature of DST, the data collection
for this topic was conducted between 8𝑡ℎ and 10𝑡ℎ of March 2020.

3.2 Tweet Annotation
Topical relevance annotation. At this stage in our pipeline, we
were interested in retaining only those tweets that were relevant for

our topics. We therefore developed a relevance classifier for each.
These were trained on annotations of 9,814 tweets on DST and
9,931 tweets on immigration respectively. A team of five trained
undergraduate annotators from George Washington University
manually labeled a random sample of tweets collected based on
our keywords. Annotators were told which topic the tweet was
collected for and were asked to classify the tweet as either relevant,
irrelevant, or “not English.”

The relevance classifier trained on these annotations is described
in further detail in Section 3.3.

Viewpoint annotation. Using the relevance classifier, we iden-
tify a final seed corpus of 10,529 DST tweets and 15,119 immigration
tweets that were then annotated by the same group of undergrad-
uate students for the presence or absence of diagnostic claims
and counter-claims. Following previous work [46, 47], diagnostic
claims highlight a problem associated with a topic and represent
an oppositional viewpoint in relation to that topic. For example, a
tweet about daylight savings time might contain a diagnostic claim
that suggests that DST interrupts sleep schedules. For the immigra-
tion topic, diagnostic claims identified a problem with immigrants
or permissive immigration policies. In other words, they were ex-
plicitly anti-immigrant/anti-immigration. In contrast to diagnostic
claims, counterclaims counter the concerns identified in the former.
They are considered “counterclaims” even when made in isolation
from the diagnostic claims they seek to counter. For example, a
single tweet that describes how DST helps sleep schedules would
be considered to include a counterclaim in our framework (i.e., it
logically counters the problem diagnosis that DST interrupts sleep,
even if that diagnosis is not explicitly made), as would a tweet
that suggests that immigrants benefit the economy (i.e., since it
logically counters the problem diagnosis that immigrants harm the
economy).

Pairs of students independently annotated tweets in batches
(mean batch size = 302 tweets). In order to prevent discrepancies
developing across annotators, the student pairs rotated with each
batch, with the fifth student in each rotation attending the resolu-
tion meetings, observing and sharing any apparent discrepancies
with the full team. The team then collectively agreed on a standard
and clarified the annotation guidelines accordingly. The period in
which these standards were being set and updated in the guidelines
was treated as a training phase.

Once the team annotated three batches without any changes to
the guidelines and inter-annotator agreement was consistently high
(above 0.80 for percent agreement and above 0.70 for Krippendorff’s
alpha), the team began full annotation. The procedures remained
the same during this phase, with one student continuing to observe
resolution meetings, but no guideline updates were deemed nec-
essary. We measured pairwise inter-annotator agreement based
on whether both annotators agreed that a viewpoint was or was
not present. For the DST dataset, percent agreement was 0.87 and
Krippendorff’s alpha was 0.72. For the immigration dataset, percent
agreement was 0.85 and Krippendorff’s alphas was 0.71.

The dataset is still under development i.e. we are adding more
fine grained labels. This full dataset will be published in a separate
paper with further details about its curation. For this paper, we
release a sample of the data for the purposes of reproducibility. We
see the main contribution of this work as the operationalization and
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Figure 1: Our pipeline for data collection and classification.

interpretation of our metrics of viewpoint diversity in the context
of social media conversations, described in the subsequent sections.

3.3 Relevance and Viewpoint Detection Models
We made use of recent neural language models [39, 40] to build
separate classifiers to predict the (1) relevance of the tweets to
our topics and (2) to determine whether the tweets contain any
diagnostic claims, counterclaims, or no viewpoint. We built these
classifiers separately for each topic, resulting in a total of four
trained classifiers.

We used BERTweet [37] a large language model pre-trained on
tweets and fine-tuned it with our datasets (BERTweet is used as
encoder to which we add an additional classification layer). For
each topic and classification task, we trained a model for 4 epochs
on 80% of the data, with a batch size of 32. We used 10% of the data
to evaluate it every 20 steps. Finally, we picked the model with the
lowest validation loss and we evaluate it on the last 10% of the data.

Overall, our models return relatively accurate results across tasks
and topics, including the hardest classification tasks. The relevance
model for DST had a macro-F1 score of .95 , with a precision of
.92 and a recall of .98. Similarly, the trained relevance model for
immigration had a macro-F1 score of .92, identifying relevant tweets
with a precision of .92 and a recall of .92. Viewpoint classification
proved to be a harder task, but our models achieved a macro-F1 of
.80 for DST and a macro-F1 of .80 for immigration. For both models,
identification of counterclaims was particularly challenging, with
this class achieving a precision of .75 and a recall of .78 for DST,
and a precision of .70 and a recall of .74 for immigration.

3.4 Conversation extraction and reconstruction
Representing Conversations. After the annotation of our seed
tweets, we collected and reconstructed the conversations of which
the seed tweets are a part. To do this, we first operationalized the
notion of a “conversation”. Of the four approaches summarized in
the related work, we follow the model of reply trees. 2 This choice
is suitable for examining the degree to which conflicting views
come into contact with each other, since they show exactly what
content is shared in response to other content. More formally, reply
trees are directed, acyclic graphs with at least two nodes. Each
node represents a single tweet, and each edge shows a reply from a
newer tweet to an older tweet (c.f., Figure 2).

Any given tweet may receive any number of replies, but may
only be made in response to at most one tweet. Hence the resulting
graph is strictly acyclic and contains no loops. The root node 𝐴

2We consider only replies. We do not consider other forms of engagement like quote
tweet and retweet.

Figure 2: A conversation network containing four tweets of
A, B and C, and D. The initial tweet A is the root node of the
tree. Tweets B and C are both replies to A, while D is a reply
to tweet C. Tweets A and D are written by the same author.

in Figure 2 has an out-degree of zero, indicating that it is not in
response to any other tweet. All other tweets have an out-degree
of 1, indicating that they have exactly one parent to which they are
responding. Furthermore, the nodes can have any in-degree value–
e.g., can receive any number of replies. A tweet which receives
no replies (in-degree of zero), is defined as a leaf. Note also that
each tweet is associated with a user, and each user may author any
number of tweets.

Conversation Extraction. We used the Academic Research
Track of the Twitter API to reconstruct conversations. Under this
new track of the API, each tweet is associated with a conversa-
tion_id which is shared across all tweets in a unique reply tree. This
approach allows us to make calls for each conversation.

Based on initial API calls using both DST and immigration seed
tweets, we decided to retrieve a maximum of 50 tweets per con-
versation_id. This limit allows us to capture the majority of tweets
connected to each conversation while keeping the computational
task tractable. We further defined a conversation to require at least
two different tweets from at least two different authors. For the
purposes of this analysis we discard any singleton tweets which
received no replies, as well as any single-author threads.

Conversation Reconstruction. After extracting the conversa-
tion tweets, we reconstructed the conversation tree by using the
referenced_tweets information from each retrieved tweet object. For
each tweet, we examined whether it had a referenced_tweets of type
replied_to

If this value is None, the given tweet is a root node and has out-
degree of zero. Otherwise, this field lists the unique id of that tweet’s
parent—the single tweet to which the examined tweet is replying.
We then reconstructed each reply tree by iteratively attaching each
child to its parent. For example, we connect tweet A to tweet B, if
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referenced_tweets → id field in the former is equal to the id field in
the latter. 3

Conversation dataset. Our seed corpus of 10,531 DST tweets is
ultimately associated with 1,756 unique conversations. On average,
conversations about immigration tended to be longer than those
about DST. Our 9,667 seed immigration tweets were associated with
404 unique conversations. 4

3.5 Conversation annotation
Given reconstructed conversations, the final step was to identify the
relevance and viewpoint status of each tweet in our conversational
corpus. Table 1 provides a summary of the structural features of our
final corpus of conversations, along with the distribution of annota-
tion labels for each topical dataset. The first step for obtaining the
labels was to pass every tweet through its topic’s relevance model,
which labeled it as either relevant, not relevant or not English
(Section 3.3).

Next, we passed tweets through our viewpoint detection models
that marked tweets as containing a diagnostic claim, a counterclaim,
or none. The relevance and claim detection models are described in
Section 3.3. We then aggregated our classification output into four
distinct labels. Tweets that are “irrelevant" (L1). Tweets that are
relevant but have no diagnostic claim or counterclaim are labeled
as “no viewpoint" (L2). Tweets that are identified as including a
diagnostic claim are labeled as “Diagnostic claim" (L3) regardless
of the output of our relevancy classifier. 5 Similarly, all tweets that
are identified as containing a “counterclaim” are labeled as (L4).

4 VIEWPOINT DIVERSITY MEASURES
To better evaluate viewpoint diversity, we introduce a conversation-
level measure of Representation and a user-level measure of Frag-
mentation. Each measure provides insight into the degree to which
conflicting views come into contact with each other, either within a
conversation or for individual participants. In Section 5, we present
the results of these metrics for our DST and immigration datasets.

4.1 Fragmentation Diversity
Definition. We define the user-level metric of Fragmentation

as the complement of the overlap between users’ viewpoint [48].
This metric aims to capture the extent to which individuals within
a conversation are exposed to different viewpoints. A value of 1
means people are exposed to maximally different viewpoints, while
0 means people are exposed to the same viewpoints.

Operationalization. We define exposure at the level of pair-wise
(dyadic) interactions, considering a user to be exposed to a view-
point if they are replying to a certain viewpoint (e.g., X), or if they
receive a reply with a certain viewpoint (e.g., Y). 6 Figure 3(a) il-
lustrates an imaginary conversation in which Alice posts Tweet1

3Each retrieved tweet object includes information on both the retrieved tweet itself
and its parent, if there is one. This means that for some of our conversations, the final
size of the retrieved conversation was larger than the size limit of 50 that we set.
4≈ 3% and ≈ 14% of the DST and immigration conversations respectively were greater
than our set threshold of 50 tweets. We retain 50 tweets each for such conversations.
5Certain tweets might be irrelevant but still contain a claim in the context of a
conversation.
6We do not consider the user’s own viewpoint since we want to observe what other
viewpoints a user is exposed to or engages with in a conversation.

(a)

(b)

(c) (d)

Figure 3: Measuring the Fragmentation score in an exem-
plar conversation: (a) The exposure of different viewpoints
in a conversation. In this conversation Bob is exposed to
the viewpoint X and Alice is exposed to the viewpoint Y, (b)
The corresponding viewpoint network to the conversation
between Alice and Bob, (c) The viewpoint matrix correspond-
ing to the viewpoint network, and (d) the Fragmentation
score for Alice and Bob.

containing viewpoint X and then Bob replies with Tweet2 contain-
ing viewpoint Y. In this scenario, Bob is exposed to Alice’s viewpoint
through Tweet1 and, after he posts Tweet2, Alice is exposed to Y.
If a third user responded to Bob with viewpoint Z, Bob would be
exposed to Z, but Alice would not.

To measure the degree of overlap in viewpoint exposure, we
transform our conversation network into a viewpoint network. A
viewpoint network is a multi-directed graph in which each node
represents a unique user and each edge shows who is exposed to
whom and with what viewpoint. In this network, in-degree repre-
sents viewpoints a user is exposed to, while out-degree indicates
the views the user is disseminating. Figure 3(b) demonstrates the
corresponding viewpoint network to the conversation network
between Alice and Bob.

We next construct the matrix representation of this viewpoint
network, as shown in Figure 3(c). Every column in this viewpoint
matrix represents a single user, while each row indicates a single
viewpoint. Here, we use the viewpoint labels of L1 (irrelevant),
L2 (no viewpoint), L3 (diagnostic claim), and L4 (counterclaim)
consistently across all conversations. A conversation with U unique
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Topic Structural Information Annotations

# of conversations # of nodes # of edges # of distinct users Irrelevant
(L1)

No viewpoint
(L2)

Diagnostic
Claim (L3)

Counter Claim
(L4)

DST 1756 15362 13606 10578 86.85% 6% 4.04% 3.1%
Immigration 404 13304 12900 8611 78.43% 9.86% 7.7% 4.01%

Table 1: Structural information of conversations and overall distribution of labels in both topics

authors will therefore have a viewpoint matrix of size 4 x U. This is
a positive, weighted matrix in which a user may be exposed to a
viewpoint any number of times. Each of these column vectors de-
scribe a single user’s position in a shared viewpoint space. Similarity
between vectors then reflects similarity between the viewpoints
that the corresponding users are exposed to. Therefore, to compute
the Fragmentation score, we first calculate the similarity between
every pair of user vectors (i.e., columns) in the viewpoint matrix.

We calculate this using cosine similarity which ranges between 0
(no overlap) to 1 (complete overlap). For each user in a given conver-
sation, this results in a list of U-1 similarity scores. Next, we take the
mean of each user’s pairwise similarity scores, and finally subtract
this value from 1 since Fragmentation and overlap (similarity) have
an inverse relationship. Recall, a Fragmentation value closer to 1
means that the user is exposed to maximally different viewpoints
from their conversational peers, and Fragmentation value closer to
0 means that the user is exposed to maximally similar viewpoints
from their conversational peers.

4.2 Representation Diversity
Definition. For our Representation metric, we adapt the defini-

tion and operationalization from [48] for the context of social media
conversations. Representation compares the views expressed in a
single conversation to the breadth of views expressed for the topic
overall. Representation thereby provides a conversation-level metric
which denotes the degree to which conversations are restricted to
certain views or capture the diversity of possible opinions. A Repre-
sentation score of 0 indicates that the distribution of viewpoints in
a conversation is similar to the overall distribution of viewpoints in
the topical data pool. As we move towards a Representation score of
1 the discrepancies between a given conversation and the data pool
increases, while scores closer to 0 indicate that the conversation is
“typical” or representative in terms of viewpoint diversity (in the
context of a given topic).

Operationalization. We compute Representation by measuring
the Kullback-Leibler (KL) divergence between the probability dis-
tribution of the viewpoint categories in a single conversation to the
viewpoint distribution in the entire pool of conversations data for
a given topic. Here, the possible viewpoint categories again refers
to the labeling system described in Section 3.2. We measure the
KL divergence between the two distributions and then normalize
the value for each conversation with the maximum KL divergence
value obtained.

5 RESULTS AND ANALYSIS
In this section, we report our results on the Fragmentation and
Representation metrics for Twitter conversations for two topics:
immigration and daylight savings.

5.1 Fragmentation Diversity
Figure 4 shows the distribution of Fragmentation values for both
topics. As described in Section 4, Fragmentation is the complement
of overlap between individuals’ viewpoint exposure in a conver-
sation. Recall that a user with a Fragmentation score closer to 0 is
exposed to the same viewpoints as their peers.7 In DST conversa-
tions, more than 40% of users have Fragmentation scores between
0—0.05, indicating that users in these conversations have a high
overlap among the exposed viewpoints. In contrast, a user with a
Fragmentation score closer to 1 is exposed to viewpoints different
from their conversational peers. On the other hand, we also see
that over 10% of users in these conversations have a Fragmenta-
tion score of over 0.95, indicating that a notable number of users
do often diverge from the majority viewpoints being discussed in
the conversations. Interestingly, this finding is even more extreme
within the conversations about immigration. Nearly 70% of users
have a Fragmentation score between 0—0.05, and virtually none
have a Fragmentation score near 1.

It is not evident whether the prevalence of L1 (“Irrelevant”) view-
points in our dataset should be considered noise. Therefore, we
also compute our results of Fragmentation without considering L1
viewpoints. That is, we did not use the L1 values from the view-
point matrix when calculating similarity between users. We notice
a similar distribution as before for Fragmentation values for both
topics without L1 viewpoints.

5.2 Representation Diversity
Representation is a conversation-level diversity metric that com-
pares the views expressed in a single conversation to the breadth
of views expressed for the topic overall. Figure 5 shows the distri-
bution of Representation scores for both topics. Recall that a score
close to 0 indicates that a conversation’s distribution of viewpoints
matches the distribution in the overall pool of viewpoints for the
topic. We see that over 20% of DST conversations have a low level
of diversity (score between 0—0.05), whereas over 60% of conversa-
tions about immigration fall into that bin. This suggests that the
majority of individual immigration conversations mirror the view-
point distribution compared to all conversations on immigration
(described in Table 1). In contrast, individual conversations about
7Note that that even if a user is exposed to exactly one viewpoint, their Fragmentation
score could be 0, if their peers are exposed to exactly one viewpoint as well (a limitation
addressed by the metric of Representation).
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(b)

Figure 4: The distribution of Fragmentation for daylight sav-
ings time (DST) (a) and immigration (b) conversations. The
x-axis shows a Fragmentation score per user. (Fragmentation
is defined as the complement of the overlap between users’
viewpoint. A high fragmentation value means people are ex-
posed to maximally different viewpoints, while a low value
means people are exposed to the same viewpoints in a conver-
sation.)

DST tend to have more variability from the full set of conversations
on DST. However, it is also interesting to note that Representation
scores for immigration also have a much longer tail—indicating
that while these conversations are most likely to to be similar to
the pool distribution, some of the deviations are also extreme.

Again, we consider the influence of the L1 viewpoint (irrele-
vant) on the metric performance. Similar to Fragmentation, we
compute Representation results without considering L1 viewpoints.
Operationally this means that we did not consider the L1 values
when computing the KL divergence between the distribution of
the pool and the conversation. We again observed similar distribu-
tions as before for Representation values for both topics without
L1 viewpoints.

5.3 Dyadic Interactions
To investigate how the stance-taking viewpoints i.e., oppositional
claim (L3) and supporting counterclaim (L4) engage with each other
in a conversation we further examine their pair-wise (dyadic) in-
teractions. To focus on substantive conversation, we ignore all

(b)

Figure 5: The distribution of Representation for daylight
savings time (DST) (a) and immigration (b) conversations.
The x-axis shows a Representation score per conversation.
(Representation compares the views expressed in a single con-
versation to the breadth of views expressed for the topic overall.
As we move from lower to higher value the divergence between
the distribution of viewpoints in the conversation and the top-
ical data pool increases.)

other dyadic interactions (with L1 and L2). We calculate the con-
ditional probability of 𝑃 (𝐿𝑖 |𝐿𝑗 ) where 𝐿𝑖 and 𝐿𝑗 represents labels
with 𝑖, 𝑗 ∈ {3, 4}. It represents the likelihood of a reply with label
𝐿𝑖 to a tweet with label 𝐿𝑗 . For instance, 𝑃 (𝐿4 |𝐿3) = 0.33 means
that, given a tweet with an oppositional claim, the likelihood that a
replying tweet has a supporting counterclaim is 0.33.

Here, we see evidence for echo-chambers occurring, particu-
larly among users expressing the oppositional (L3) viewpoints for
immigration. For the control topic of DST, we see that when begin-
ning with tweets that contain the oppositional viewpoint (L3)—a
responding tweet has a 62% chance of similarly containing the
oppositional viewpoint. For immigration, that probability rises to
77%. In other words, more than three-quarters of responses to anti-
immigrant claims also include anti-immigrant viewpoints. Those
who voice support for immigrants (L4) in contrast have a lower
likelihood of receiving a L4 reply (49%). In other words, we can see
this as more echo-chamber interactions on the oppositional side
for immigration.
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What is perhaps more worrying is that those who voice sup-
port for immigrants (L4) also have a 51% chance of receiving an
anti-immigrant reply (L3). Again, we see that this effect is even
more extreme for our political issue than it is for DST. A user who
supports DST (L4) has only a 38% chance of receiving an anti-DST
(L3) reply.

Compared to conversations about DST, we see that conversations
espousing anti-immigrant viewpoints tend to take place in echo
chambers, while comments supporting immigrants are frequently
met by anti-immigrant retorts. While the difference in response
may not be dramatic across the two topics, it is concerning that op-
position to immigration appears to go largely unchallenged, while
support for immigration receives regular pushback.

6 CONCLUSION
In this section, we discuss the broader implications of our findings,
limitations of our data and methods, possible directions for future
work, and some additional applications of the measures developed.

Broader Implications. Bringing these findings together, our work
suggests that oppositional viewpoints, such as those opposing day-
light savings or immigrants and immigration, are more common
in Twitter conversations than supportive viewpoints and are more
likely to exist within echo chambers. While this can be partially
attributed to the overall culture of the platform under study, we
see that this effect is even more pronounced for immigration than
for the less politically salient topic of DST. Our conversation-level
measure of Representation shows that conversations about both
immigration and DST reflect the distribution of opinions in the full
population.

Our more fine-grained, individual-level measure of Fragmenta-
tion further shows that individual users tend to have very little
variability in the viewpoints to which they are exposed. This effect
is more pronounced for immigration than for DST. Only when look-
ing at these metrics together can we start to diagnose the presence
of echo chambers: a low Representation value of most conversations
show that they have skewed distribution and consist of the majority
(irrelevant or oppositional) viewpoints. While, a low Fragmentation
score for most users show that they are exposed primarily to these
majority viewpoints.

Our analysis of pair-wise responses also indicates that for the
topic of immigration users who share oppositional claims are most
likely to receive like-minded replies, while users who make coun-
terclaims receive both like-minded and oppositional replies. This
suggests distinctly divergent user experiences—users who make
diagnostic claims, may interact primarily in echo chambers while
users who make counterclaims in support of the issue at hand may
be regularly forced to defend and justify their views. It is partic-
ularly troubling that this dynamic is more prevalent within our
politically salient topic of immigration (compared to the topic of
DST)—suggesting that this pattern may be more pronounced for
political talk.

Though this study alone cannot diagnose the extent to which
such echo chambers harm democratic discourse on Twitter, pre-
vious research suggests that online echo chambers can promote
attitude extremity [8, 11, 44]. And the one-sided nature of the echo
chambers we find in this study points to further concerns about

the silencing of pro-immigrant voices, as fear of (or exhaustion
from) backlash may lead to a spiral of silence [14, 26]. And it bol-
sters larger concerns that asymmetric polarization offers a breeding
ground for intolerance of and discrimination against marginalized
communities [21, 29].

Limitations and Future Work. Rate limits of the Twitter API8
continue to be a major bottleneck for conversational research. This
challenge is compounded by deleted tweets or accounts marked
as private. This missing data can then lead to disconnected com-
ponents in conversations, which is a notable limitation for con-
versational research. For the datasets in this paper, we found that
18% of DST while 63% of immigration conversations resulted in
disconnected components.

Firstly, we chose a specific representation of viewpoint labels.
In future work, we will expand our datasets by incorporating even
more fine-grained labels that allow us to explore the range and
diversity of viewpoints within diagnostic and counterclaim cate-
gories. Secondly, even though our analysis with and without irrele-
vant viewpoint shows similar patterns, the prevalence of irrelevant
tweets in conversations is a considerable limitation when analysing
social media conversations. Thirdly, we rely on ML models for our
analysis. As is the case when using any automated system, some
predictions might be incorrect, and there might be unwanted biases
learned by the system. Lastly, the robustness of our results could
be further investigated by exploring other design choices and op-
erationalization metrics. There is an imbalance in the number of
conversations for DST and immigration. More immigration conver-
sations can be extracted for a more robust comparison. Another
direction could be to study other ways of defining a conversation
network and how that impacts the viewpoint measures. Future
work might also supplement Fragmentation and Representation
with other dimensions of viewpoint diversity.

Additional Applications. Recent studies have highlighted the im-
portance of carefully curating and documenting datasets on which
language models are trained [9, 10, 23]. Bender et al. [10] argue
that data dumps taken from the Internet retain only hegemonic
viewpoints overrepresenting younger users and those from devel-
oped countries. The authors propose datasets should be created
with a thoughtful process such that they are diverse in terms of the
viewpoints represented. Our measures of Representation and Frag-
mentation can act as essential dimensions of viewpoint diversity
for evaluating conversational datasets. Furthermore, in capturing
the diverging viewpoint dynamics of different types of conversa-
tions, these measures could potentially be used to help identify
particularly contentious topics. Detecting low viewpoint diversity
could be especially valuable for identifying both individual accounts
and semi-organized efforts to intentionally and regularly provide
oppositional replies without ever engaging in good-faith exchange.
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